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I.1 : Computing and information management 

development at RRCAT

        DAE-Grid portal for RRCAT : BARC, RRCAT, 

IGCAR and VECC are commissioning DAE-Grid to share 

computing resources. One Linux cluster (Aksha-Itanium) 

comprising of ten Itanium nodes (20 CPUs) was 

commissioned at BARC for DAE-Grid. Each DAE unit 

requires grid-portal to access computing resources available 

on the grid. Genius based grid-portal on Scientific Linux was 

commissioned, and DAE-Grid facility was released to 

computing users in RRCAT.

Users from RRCAT can submit their parallel and 

sequential applications on DAE-Grid using Intel Fortran and 

C compilers, gcc, g77 compilers, Intel Math Kernel Library 

and MPICH.

Parallel software CPMD (Car-Parrinello Molecular 

Dynamics - Electronic Structure and Molecular Dynamics 

Program) is ported by Computer Centre, RRCAT on Aksha-

Itanium cluster, and the same is available to users of DAE-

Grid.

Porting of parallel software: Updated version of 

parallel software ADF (Amsterdam Density Functional, 

version 2006.01 - a Fortran program for calculations on 

atoms and molecules) and parallel software DDSCAT (To 

calculate scattering and absorption of electromagnetic waves 

by targets with arbitrary geometries and complex refractive 

index using discrete dipole approximation) were 

successfully ported on 32-node Nalanda cluster at RRCAT.           

Enhancements to DAE HR-MIS software 

package - Vivaranika : A new module was added for 

Extraction, Transformation and Loading cycle of DAE HR-

MIS package Vivaranika. This web-based module integrates 

HR data from various DAE Unit into Vivaranika's central 

repository. This module ensures that there is consistency 

among naming conventions, encoding structures, physical 

attributes, and other data characteristics. The module helps in 

extracting, aggregating, transforming and validating data to 

ensure accuracy and consistency. It also provides 

summarized subset of the HR data specific to a functional 

area to support view/ query /report  and analysis.            

PyCORAL software for LHC: Under DAE-

CERN collaboration, Computer Centre completed a project 

to develop python interface to CORAL (Common Object 

Relational Access Layer) APIs for LHC. PyCORAL is a 

complete module designed to provide CORAL functionality 

to python users. It allows LHC users to write programs in 

python and access relational storage (ORACLE, MySQL) 

facilities.
PyCoral is an extension module of python, 

developed using the python C API. It is a python interface to 

the CORAL package or in other words it provides CORAL 

equivalent functionalities to python programmers. This 

module has been released to users in CERN.  

Web site for APAC-07:  APAC-2007 (Asian Particle 

Accelerator Conference - 2007) was held from January 29 to 

February 2, 2007. The website for APAC 2007 was 

http://apac07.cat.ernet.in (Fig. I.1). It was designed, 

developed and implemented at RRCAT Computer Center. 

Apart from  keeping general, organaizational information, 

programme information (Scientific, Oral, Poster session 

information) and providing online information for 

participating authors, the website was also used for posting 

news and important notices for participants. The website has 

links for pre-publicationversion of the Conference 

Proceedings. Scientific Program Management System 

(SPMS) was used for the first time in APAC series of 

conferences, for complete  program management.

           Computer Centre also executed complete JACoW 

(Joint Accelerator Conference on Web) cycle for publication 

of proceedings of APAC 07, which included electronic paper 

submission, on-line editing and preparation of web based 

proceedings.

 Fig.I.1: APAC-2007 web site home page.
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I.2 :  Developments in networking and 

communication at RRCAT

             RRCATNet planning, expansion and 

upgradation : Work related to Phase IV of Optical Fiber 

Communication (OFC) networking was started. Phase IV of 

the OFC networking will include nine buildings namely 

Training School Hostel, Training School Building, LCW 

Extension, Beam Alignment Lab., RFM Lab., Laser Lab., 

Cryogenics Extension, Chemical Treatment Facility and 

Photo Cathode Laboratory.  In all, 400 nodes will be added to 

RRCATNet, which will subsequently become 2200 node 

network from existing 1800 node network.

          Central Complex was enabled with WiFi access for the 

APAC-07 international conference. A separate high speed 

network was also setup to facilitate internet access for 

APAC-07 participants. The setup will be utilized for 

international level conferences in future.

            Email and internet access setup enhancements : 

Centralized anti-spam software was upgraded to include 

bayesian filtering module for increasing the spam filtering 

rate. New versions of anti-virus software were installed on 

email gateways to take care of major virus threats. 

Monitoring software was installed for measuring the 

antispam, antivirus effectiveness. Fig.I.2.1 shows the 

effectiveness of antispam.

 Fig.I.2.1: Statistics of spam filtering.

          Internet access bandwidth was enhanced by the 

addition of a 2Mb (1:4) Internet leased link to the pool of 

already existing 2Mb and 512 Kb links. All the links were 

configured in load sharing manner for maximizing usage of 

the links. Monitoring software was installed to measure the 

load on each link. To further increase the bandwidth 

availability, filters for unwanted sites and traffic have been 

configured on the gateways. Fig.I.2.2 shows weekly usage of 

internet bandwidth.

 Fig.I.2.2: Weekly usage graphs, of all three Internet links.

        Enhancements to RRCAT data center : Our data 

center provides round the clock computing/ information 

management/ IT services to the users. With a campus wide 

network in place to access the data center, it is crucial to have 

reliable access to the data center. Network management 

software was commissioned to monitor the health of the 

network and other data center components on round the clock 

basis and thus figure out the operational problems. With the 

introduction of various reliability measures, we have 

achieved nearly 100% uptime of data center.  Users are now 

benefited by having more reliable services.

          Anunet setup:  Anunet setup, for facilitating voice 

communication and email/ intra DAE data communication 

was shifted from the old computer center to the new IT 

building. This is expected to increase reliability of the setup, 

since the setup has now been housed in a better equipped data 

center.
Expansion of the telecommunication network : 

Telecommunication facilities were extended to 32 more 

locations inside the RRCAT campus. Computer Centre has 

also made plan for providing voice connectivity to new 

laboratory buildings. 
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